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ABSTRACT  

The general objective of this paper is to investigate the 

navigation performance one can expect from a low-cost 

architecture (single-frequency receiver with low-cost IMU) 

using carrier phase measurements in an urban canyon, where 

the frequency of occurrence of strong multipath environment, 

masking, Non-Line-of-Sight (NLOS) signal tracking, 

interference, etc.é is quite high and hard to mitigate. 

 

On the GNSS side, a multi-constellation Real-Time-Kinematic 

(RTK) methodology is developed to take good care of frequent 

measurement losses and carrier-phase cycle slips. Then to take 

advantage of the complementary advantages of GNSS and 

INS, a closed-loop tightly coupled GNSS/INS structure with a 

low-cost Micro Electro-Mechanical Systems (MEMS) is 

applied to enhance the performance. 

 

The proposed algorithm is finally tested based on data 

collected on the Toulouse semi-urban area as well as Toulouse 

city center.  

 

 

1 INTRODUCTION  

Until recently, to satisfy a centimeter-accuracy-demanding 

application, one or multiple high-precision GNSS receivers 

are used, and a tactical- or aviation-grade IMU can even be 

integrated, which all cost much more than mass market can 

expect.  

 

To achieve a precise positioning, carrier phase GNSS 

measurements should be used. The tracking errors associated 

to these measurements are significantly lower than those of 

code pseudo-ranges, but they suffer from two main drawbacks: 

¶ The presence of an unknown integer number of 

carrier phase cycles called ambiguity prevents carrier 

phase measurements from acting as absolute pseudo-

range measurements. The process to fix these 

ambiguities to their correct values is very 

sophisticated, and can be quite weak in adverse 

reception conditions, e.g. an urban canyon.  

¶ The lack of robustness of these measurements 

resulting in frequent measurement losses and cycle 

slips (CS), especially in urban areas, which 

complicates the process to resolve for the carrier 

phase ambiguities. 

As a consequence, until recently carrier phase measurements 

were used by applications that were taking place mostly in a 

benign open-space environment. For instance, the carrier-

phase-involved RTK methodology has been widely approved 

to achieve precise positioning [20]. 

 

However, recent developments have enabled significant 

research efforts in this field for low-cost platforms. Most 

notably,  

¶ Low-cost GNSS (and inertial) sensors and even cell-

phone chips are now providing their raw 

measurements, including carrier phase 

measurements; 

¶ There is now access to multiple GNSS constellations 

that allows a better selection of good measurements, 

even in degraded environments. 

Recent work has thus started investigating the use of carrier 

phase measurements in urban and sub-urban areas. 

 

Another common mean to improve positioning is the 

integration of INS, as the benefits and drawbacks of INS and 

GNSS are mostly complementary. Works with tactical or 

navigation-grade inertial system haven proven the interests 
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[21]. During the last decade, the advances in low-cost MEMS 

have made the MEMS sensors more and more attractive for 

various applications such as pedestrian or vehicle navigation 

[1,3,13].   

 

The general objective of this contribution is thus to investigate 

the navigation performance one can expect from a low-cost 

architecture (single-frequency receiver with low cost IMU) 

using carrier phase measurements in an urban canyon, where 

the frequency of occurrence of strong multipath environment, 

masking, NLOS signal tracking, interference, etc.é is 

adequately higher but not well known. 

 

This paper follows up on previous work performed in [6]  

which assessed the possibility of achieving accurate 

positioning based on RTK with a low-cost single-frequency 

multi-constellation receiver in urban and semi-urban areas. 

Two main ideas were used: 

¶ The use of multi-constellation to allow for a very 

tight measurement selection methodology in order to 

limit to the maximum extent possible the number of 

erroneous measurements in the PVT computation 

process without compromising too much the 

geometry. To do so, GPS and GLONASS 

measurements were used and rejection of outliers and 

re-weighting mechanisms (Danish method) of GNSS 

measurements were proposed.  

¶ A PVT computation based on a KF taking inputs 

from code, phase, and Doppler observables, as well 

as from a carrier phase measurement CS monitor in 

order to better use the knowledge of measurements 

without CS in the estimation process. This monitor 

proved to be critical in the navigation performance. 

An Integer Ambiguity Resolution (IAR) method, 

consisting of the integer estimation part based on the 

Least-squares AMBiguity Decorrelation Adjustment 

(LAMBDA ) method and the integer validation part 

based on Fix-Threshold Ratio Test (FT-RT), was 

applied.  

The conclusion of [6] was that reliable low-cost precise 

positioning (sub-meter) was possible with very decent 

performance in semi-urban area, for example a beltway. 

However, more work was needed for deep urban conditions. 

Besides, the ability of having a reliable ambiguity resolution 

process was also questioned since it was one of the main 

drawback for appropriately quantifying the quality of the 

resulting position.  

 

The present article provides a series of modifications to [6]: 

¶ The use of a low-cost IMU hybridized with GNSS, to 
strengthen the positioning performance in favorable 

GNSS environment, restrict the degradation during 

partial or full GNSS outages; 

¶ A new Cycle Slip Detection and Repair (CS-DR) 

mechanism is proposed to provide better and more 

reliable information to the PVT Kalman Filter. For a 

kinematic mode in urban areas, the involvement of 

Doppler measurements which are vulnerable to 

several error sources and strongly affected by the 

rover dynamics will weaken the CS-DR process. 

Besides, it is likely that some extra knowledge of the 

system can be relied upon. The idea is thus to  

o Benefit from the accurate system updates  

provided by INS navigation to detect and 

correct CSs;  

o Separate null-CS satellites from others, and 

make advantage of the whole geometry to 

repair CSs.  

¶ Measurement selection based on the GNSS/INS KF 

innovations is performed. Of particular interest is the 

case of NLOS signals that can contaminate the PVT 

without necessarily been affected by a low C/N0 or 

high multipath. It is also critical to evaluate if the use 

of the INS for CS and position computation does not 

provide a useless redundancy. 

 

2 GNSS-ONLY SYSTEM  

2.1 PVT-Estimation with KF  

The realization of  GNSS-PVT navigation is mainly based on 

a KF which is the most popular choice for its optimality and 

simplicity to implement. Compared to the Least-squares 

method which only relies on the measurement model, the KF 

also combines the information about the system dynamics. 

 

To have an estimation of a set of parameters of interests 

(herein, rover position, velocity, clock delays, etc.), a 

functional relationship between the state parameters and the 

measurements must be established. The functional model is 

typically given in form Eq.(1):  

 ÙÔ (ÔϽØÔ ÅÔ (1) 

where: 

¶ ÙÔ is the measurement vector at time Ô; 

¶ (Ô is the system geometry matrix at time Ô; 

¶ ØÔ is the system state vector at time Ô; 

¶ ÅÔ is the measurement noise vector at time Ô, a zero-

mean Gaussian noise with spectral density ╡Ô. 

Typical system dynamics can be represented in following Eq. 

(2): 

 ὼÔ &ÔϽØÔ 'ÔϽ×Ô (2) 
  

where: 

¶ ὼÔ the ódotô represents time derivative; 

¶ &Ô is the dynamic matrix at time Ô; 

¶ 'Ô is the process noise shaping matrix at time Ô; 

¶ ×Ô is the process driving noise at time Ô, a zero-

mean Gaussian noise with spectral density matrix 

╠Ô, assumed to be un-correlated with measurement 

noise ÅÔ.  
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In GNSS PVT case, the estimation process is usually 

implemented in discrete time and the Extended-KF in its 

linearized form is here applied. Assuming the sampling time 

as ὸ , the discrete linear system is given as: 

 ὣ Ὄὢ Ὡ (3) 

  ὢ   ὢ ύ  (4) 

 

where  

¶ ὣ, ὢare respectively the measurement vector and 

the state vector at epoch Ὧ with corresponding time 

ὸ ὸ ὸ; 

¶    is the state transition matrix from epoch Ὧ ρ 

to epoch Ὧ;  

¶ ύ  is the process noise at epoch Ὧ, with covariance 

matrix ╠▓. 

The detailed expressions of    and ╠▓ can be obtained from 
following relations: 

  Ὡ Ὅ Ὂὸ
Ὂὸό

ς
 (5) 

╠▓  Ὃὸ ╠ὸ Ὃ ὸ  
 Ὃὸ ╠ὸ Ὃ ὸ ὸ ςϳ  

(6) 

 

For more information about the derivation process, refer to 

[5,13,21,23]. Approximations made during the propagation 

interval ὸ may not be rigorously correct, but reasonably 

acceptable when ὸ is considerably enough small.  

2.2 RTK Measurements Model  

Taking advantage of the temporal and spatial correlation 

characteristics of most measurements errors (atmosphere 

delay, ephemeris errors, etc.), differential measurements w.r.t 

a referential IGN station are formed in order to eliminate the 

measurement errors. This generally gives RTK method a 

better performance than stand-alone GNSS [14].  

 

Regarding differential measurements, two basic forms should 

be stated: 

¶ SD: Singleïdifferencing between receivers is 

referred to the difference of measurements between a 

pair of receivers, i.e. the roverôs receiver and the 

reference stationôs receiver, sharing a common 

satellite.  

¶ DD: Double-differencing is the difference between 

two SD measurements collected from two different 

satellites, but with the same pair of receivers.  

Various combinations of differential measurements as KF 

inputs can be used with original GNSS code and carrier phase 

measurements. Herein, to conserve the integer nature of 

ambiguities and control the measurement noise level at the 

input, following combinations are implemented: 

¶ GPS code measurements are single-differenced; 

¶ GPS carrier phase measurements are double-

differenced; 

¶ GLONASS code and carrier phase measurements are 

single-differenced; 

¶ Original GPS and GLONASS Doppler 

measurements are collected by the rover receiver. 

For the reason that not all reference stations distribute raw 

Doppler measurements, only Doppler measurements collected 

by the rover is put into use. 

 

Finally the measurement vector ὣ is: 

ὣ  

ụ
Ụ
Ụ
Ụ
Ụ
Ụ
ợЎὖ

ϳ

ɝὖ

ɝɳɮ ϳ

ῳɮ

Ὀ ϳ

Ὀ Ứ
ủ
ủ
ủ
ủ
ủ
Ủ

 

ụ
Ụ
Ụ
Ụ
Ụ
Ụ
ợ

Ў” ὧЎὨὸ‐Ў
Ў” ὧЎὨὸὦ Ὧὦ ȟ ‐Ў

Ўɳ” ‗ɳЎὔ ‐ɳ  

Ў” ὧЎὨὸ‗ɝὔȟ ‐

” ὧὨὸ ‭

” ὧὨὸ ‭ Ứ
ủ
ủ
ủ
ủ
ủ
Ủ

 

 

(7) 

where  

¶ æɟ is the true range difference to a common satellite 

between the rover and the reference; 

¶ ЎὨὸ is the difference of clock delays between the 

rover and the reference, while  Ὠὸ is the clock drift 

of the rover side; 

¶ ὦ is the GLONASS inter-receivers hardware code 

bias (see following section for details); 

¶ ὦ ȟ  is the GLONASS code inter-channel bias 

slope  (see following section for details); 

¶ Ὧᶰ χȟφ is the GLONASS frequency number, 

¶ ‗ɝὔȟ ‗ɝὔ Ὧὦ ȟ  is the equivalent 

ambiguity term consisting of the true integer 

GLONASS SD ambiguity ɝὔ and phase ICB slope 

ὦ ȟ . 

To reflect and benefit from the accuracy differences among 

code measurements, carrier phase measurements and Doppler 

measurements, different C/N0 related weighting algorithms 

based on practical data have been proposed in [6]. An 

illustration of the relation between SD code residual level and 

signal strength in a static mode is provided in Figure 1. 

However, tests on our data have indicated the weighting 

scheme being too conservative on weighting high-elevation 

pseudo-ranges and Doppler measurements and the reliance on 

high-elevation satellites over low-elevation ones is not 

adequate. Therefore in this paper an elevation-dependent 

factor is applied, where Ὕ  is a constant 
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elevation value and ὩὰὩὺ is the current elevation of the 
satellite in view of the rover. 

 
Figure 1. The Relation between GPS SD Code Residuals Level 

and C/N0  in a Static Environment 

 

2.3 System States 

1) Dynamic Model 
Basic states are the rover position, the velocity and the 

acceleration. The Constant-Acceleration Model [5] is applied 

in this study to describe the relations among their process 

noises. For the acceleration process, a noise level of variance, 

e.g. [0.7, 0.7, 0.2] ((m/s²)²) along ENU-directions is assumed 

[6]. 

  

When considering a multi-GNSS system and carrier phase 

measurement processing, in addition to typical PVT states, the 

GLONASS Inter-Channel Biases (ICBs)-related parameters 

and carrier-phase ambiguities need to be considered in the 

state vector.  

 

2) Ambiguities 
Even though the integer nature of ambiguities should be 

benefited to shrink the navigation accuracy to cm level, the 

mentioned IAR method (LAMBDA+FT-RT) may provide 

wrong-fixings without alerts when the information provided 

by the KF on ambiguity estimates are not perfectly 

corresponding to the reality. Besides, tests in an open 

environment have even shown the occurrences of solution 

deteriorations due to wrong carrier-phase ambiguity fixing.  

 

As the IAR is a very complex process already and that it can 

be the source of very compromising wrong fixing, it has been 

decided in a first step to only deal with float ambiguities in the 

PVT process. A new fixing process will be investigated and 

tested in later publications. 

 

 

3) GLONASS ICBs 
Literatures on GLONASS have shown that due to its use of 

Frequency Division Multiple Access, ICBs need to be taken 

into account on both pseudo-range and carrier phase 

observables [12,17]. Practical studies have shown that:  

1. no obvious pattern of pseudo-range ICBs magnitude 

as a function of the frequency number is observed, 

however there is one on carrier phase ICBs;  

2. the biases are quite independent from receivers pair 

to pair;  

3. the pseudo-range and phase ICBs are all quite stable 

in time (at least on a monthly scale), which leaves a 

possibility of pre-calibration. 

However, all previous studies are using high-quality receivers 

[15,26]. Among them, some are directly based on IGN stations 

[2,7,8,25].  

 

Code measurements ICBs 

Two static data of 3-days duration have been collected using a 

low-cost Ublox M8T receiver for the calibration of ὦȟ, using 

the following GLONASS measurement model   
ɝὖ Ў” ὧЎὨὸὦȟ ‐Ў  (8) 

Stability over days is observed. The calibration result of code 

ICBs is presented in Figure 2. As expected, there is no clear 

relation between frequency numbers and bias magnitudes. The 

peak-to-peak bias can reach up to 9 meters.  Based on the 

current literature, even though the proposed algorithm uses 

pre-calibration, a two-state model (modeling the residual ICBs 

as a linear function of the GLONASS frequency index) has 

been implemented, as already presented in Eq. (7).  

 

Carrier phase measurements ICBs 

With the phase ICBs ὦ ȟ  in presence, the pre-

calibration of carrier phase biases is necessary to benefit from 

the integer nature of SD ambiguities. Nevertheless, this bias 

will be absorbed when GLONASS ambiguities are kept float 

and thus no need to be pre-calibrated. 

 
Figure 2. Estimated GLONASS Pseudo-range ICBs Depending 

on Frequency Numbers for a Baseline between TLSE Reference 

Station (Trimble Receiver) and the Ublox M8T Receiver 

 

 

 

3 INS-ONLY SYSTEM  

As mentioned earlier, the proposed architecture includes the 

use of a low-cost IMU. This section introduces the background 

on the sensor used. 

 

In this article, all navigational parameters are resolved with 

respect to the local East-North-Up local frame (n-frame). 
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3.1 Modeling of IMU Observables 

The IMU observables are typically corrupted by errors like 

biases, scale factor and misalignment errors. At the outputs of 

IMU sensors, collected raw measurements can thus be 

modelled as follows: 

 █░╫
╫ ╫╪ ╘ ╢╪█░╫

╫ ◌╪ 
ⱷ░╫
╫ ╫▌ ╘ ╢▌ⱷ░╫

╫ ◌▌ 
(9) 

where 

¶ █░╫
╫  and ⱷ░╫

╫  are respectively the raw measured 

specific force  and angular velocity expressed in body 

frame (b-frame);   

¶ ╢╪ and ╢▌ are respectively the accelerometer and the 

gyroscope scale factors;  

¶ ╫╪ and ╫▌ are respectively the accelerometer and the 

gyroscope biases;  

¶ ◌╪ and ◌▌ are the zero-mean white Gaussian the 

accelerometer and the gyroscope sensor noises; 

¶ ╘ is the σ σ identity matrix. 

Biases in gyroscope and accelerometer are typically composed 

of two parts: static (known as turn-on bias, constant 

throughout an IMU operating period, but varying from run to 

run) and dynamic (in run bias/bias instability, varying over 

periods of order one minute) [14]: 

 ╫╪ ╫╪▼ ╫╪▀ 
╫▌ ╫▌▼ ╫▌▀ 

(10) 

 

Generally, the static parts are modelled as random constant 

processes (or calibrated) and the dynamic parts are represented 

with a first-order Gauss-Markov (GM) process: 

 ╫╪ ρ†ϳ Ȣ╫╪ Ɫ╫╪ 

╫▌ ρ† Ȣ╫▌ Ɫ╫▌ 
(11) 

 

with  

¶ † ȟ† are the correlation times,  

¶ Ɫ╫╪ȟⱢ╫▌ are the GM process driving noise.  

To get those key parameters of the processes, IMU data need 

be exploited. Different methods have been proposed, PSD 

method, Wavelet de-noising [10,22], autoregressive model 

[18], Allan Variance (AV) method, etc. The AV method is the 

most popular for its practical simplicity and strict systematic 

theories [9,10,27].   

 

Hours of static IMU measurements have been collected with 

the XSENS MTi, the IMU equipment  used in this study. The 

AV plots of the XSENS MTi gyroscope noises and 

accelerometer noises are given respectively in Figure 3 and 

Figure 4.  

 

Two typical noises have appeared on the plots:  

1. Random walk driving noise-white noise, appears on 

the Allan Deviation log-log plot, associated to the 

section with a slope of -0.5. By fitting a straight line 

through the slope, the corresponding value at the 

cluster time t=1s is denoted as N (sometimes 

represented by VRW άȾίȾЍὌᾀ  for the 

accelerometer or ARW ὶὥὨȾίȾЍὌᾀ for the 

gyroscope);  

2. Bias instability (denoted as B) appears on the plot as 

a flat region around the minimum. The numerical 

minimum value is 0.664B on the curve. The 

correlation times is the cluster time corresponding to 

the minimum of plots. See Table 1 for detailed 

parameter readings. 

 
Figure 3. Allan Variance of Gyroscope Noise 

 
Figure 4. Allan Variance of Accelerometer Noise 

 
Table 1. Process Noises Analysis with Allan Variance Method 

MTi  

 

Accelerometer Gyroscope 

x y z x Y z 
Tc (s) 300 300 300 300 300 300 

0.664

B 

3e-4   2e-4   2e-4   1.5e-4   1.5e-4   2e-4  

B 4.5181
e-4 

3.012
e-4 

3.012
e-4 

2.259
e-4 

2.259
e-4 

3.012
e-4 

N   8e-4   7.8e-4   1e-3   9.5e-4   9e-4  1e-3   

 

3.2 Equations of Motions and INS Mechanization 

By having the position, the velocity and the direction cosine 

matrix of vehicle attitudes to describe the motion, the 

equations of motions under n-frame are:  

►▪╫
▪

○▪╫
▪

╒╫
▪

╕►○Ͻ○▪╫
▪

╒╫
▪█Ὥὦ
ὦ

ς ░▄
▪

▄▪
▪ ○▪╫

▪ ▌▪

╒╫
▪

░╫
╫

░▪
╫

 (12) 
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Please refer to Annex for detailed terms expressions. 

 

The INS mechanization equations are a set of equations used 

to obtain useful navigation solution from IMU measurements. 

Basic steps are in order: 1. Correction of raw IMU 

measurements with information on previous biases and scale 

factors estimates; 2. Attitudes computation from quaternion 

update for its simplicity and clarity in computational 

manipulation; 3. Update of velocity by adding the velocity 

increment Ў○▪╫
▪ ○▪╫

▪Ўὸ  ; 4. Update of position. Ўὸ is used 

to show the INS update temporal interval, i.e. 0.01s. Detailed 

descriptions of this typical process are referred to [19]. No 

more descriptions are dressed here. 

3.3 INS Error States Model 

1) Notations of error states 
Error states are defined as differences between states estimates 

(terms with óhatô) and their true values with following 

notations: 

 

ừ
Ử
Ử
Ử
Ừ

Ử
Ử
Ử
ứ

╫▪►‏
▪ ►▪╫

▪ ►▪╫
▪

╫▪○‏ 
▪ ○▪╫

▪ ○▪╫
▪

╒╫
▪ ╒╫

▪ ╫╒‏
▪ ╔╒╫

▪

╪╫‏ ╫╪ ╫╪
╪╢‏ ╢╪ ╢╪
▌╫‏ ╫▌ ╫▌

▌╢‏ ╢▌ ╢▌

 (13) 

 

with ╔ ⱶ᷈‏  
π •‏ ‰‏
•‏ π —‏

‰‏ —‏ π
, the skew-

symmetric matrix of attitudes errors in order ⱶ‏
—‏  ȟ‏‰ ȟ‏•  . 

 

2) Error States Dynamics 
The compact representation of INS error states dynamics is 

obtained by doing the perturbation analysis of Eq.(12): 
 ɿ►▪╫

▪

╫▪○‏
▪

ⱶ‏

╕►► ╕►○ π
╕○► ╕○○ ╕○▄
╕▄► ╕▄○ ╕▄▄

╫▪►‏
▪

ɿ○▪╫
▪

ⱶ‏

π π  π      π

╒ π ╒Ὂ π

    π ╒       π   ╒ὡ
ụ
Ụ
Ụ
ợ
╪╫‏
▌╫‏
╪╢‏
Ứ▌╢‏
ủ
ủ
Ủ

π

╒Ɫ╪
╒Ɫ▌

 

 

(14) 

 

ừ
Ử
Ử
Ử
Ừ

Ử
Ử
Ử
ứ‏╫╪

ρ

Ⱳ
╪╫‏ Ɫ╫╪

▌╫‏
ρ

Ⱳ
▌╫‏ Ɫ╫▌

╪╢‏
ρ

Ⱳ
╪╢‏ Ɫ▼╪

▌╢‏
ρ

Ⱳ
▌╢‏ Ɫ▼▌

 (15) 

 

Please refer to Annex for detailed terms expressions. 

 

 

3) Process noise of  GM 
As mentioned earlier, biases of gyroscope and accelerometer 

are modeled as GM processes. The PSDs corresponding to the 

process-driving noise Ɫ╫╪, Ɫ╫▌ are already gathered in Table 

1, denoted by term B. 

The covariance value in discrete time of a GM process-driving 

noise is then  

 
1 ς

ὄ

†
Ўzὸ (16) 

 

The scale factors are also normally modeled as GM processes 

with intuitively a much lower process-driving noise level, i.e. 

1e-14 and a longer correlation times, i.e. 3hrs. Static data over 

a duration of several days would be needed to study scale 

factors through the AV method. 

 

4) Process noise of position, velocity and attitudes 
Ɫ▌ȟⱢ╪ are white noises related to IMU measurements. The 

covariance value in discrete time is thus, with ὔ obtained from 

AV study 

 
1

ὔ

Ўὸ

ὔ

Ўὸ
Ўzὸ (17) 

 

According to Eq.(14), the process noises related to the velocity 

errors and attitudes errors are holding discrete-time covariance 

values in formula: 

ὗ○▪╫▪ ╒ ςὄ
Ўὸ

†
ὔȾЎὸ ╒  (18) 

ὗⱶ ╒ ςὄ
Ўὸ

†
ὔȾЎὸ ╒  

(19) 

 

The discrete-time covariance of position process noises is 

derived from the position-velocity process relation, taking 1-

D for instance [5]:  

 

ὗ

ρ

σ
ὗ○▪╫▪Ўὸа

ρ

ς
ὗ○▪╫▪Ўὸ

ρ

ς
ὗ○▪╫▪Ўὸ ὗ○▪╫▪

 (20) 
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4 GNSS/INS TIGHT INTEG RATION  

In this scheme, the closed-loop tightly coupling (TC) is chosen 

over the loose coupling for two main reasons:  

¶ to bound the degradation of the low-quality MEMS;   

¶ to maintain the performance during partial or full 

GNSS outages which can be quite often in urban 

canyons.  

4.1 State Dynamics 

Compared to the GNSS-only navigation, the IMU sensor error 

states need also be considered. The full error state vector is 

denoted as 

 ὢ

╫▪►‏
▪Ƞ‏○▪╫

▪Ƞ ‏ⱶȠ ‏╫╪Ƞ‏╫▌Ƞ‏╢╪Ƞ‏╢▌Ƞ‏╬■▓Ƞ ‏═□╫Ƞ‏╘╒║ 

 

1) Process noise of clock-related states 
The receiver clock model applied here is referred to [11], a 

two-parameter model of clock delay and clock drift. The 

covariance matrix of process noise is  

ὗ

ụ
Ụ
Ụ
ợ
Ὤ

ς
ὸ ςὬ ὸ

ς

σ
“Ὤ ὸ Ὤ ὸ “Ὤ ὸа

Ὤ ὸ “Ὤ ὸа
Ὤ

ςὸ
τὬ

ψ

σ
“Ὤ ὸ

Ứ
ủ
ủ
Ủ

 

with ὬȟὬ ȟὬ  parameters related to the receiver clock 

quality performance. 

 

In the following table are the typical values for various types 

of receiver clock [5]. A TCXO-type oscillator is incorporated 

in the Ublox receiver, while a more stable OCXO-type 

oscillator is used by the TLSE Trimble NetR9 receiver.  
Table 2. Parameters for Clock Modeling  

Types TCXO*      OCXO* 

Parameters 

Ὤ 2e-19 2e-25 

Ὤ  7e-21 7e-25 

Ὤ  2e-20 6e-25 

*TCXO: temperature compensated crystal oscillator 

*OCXO: ovenized crystal oscillator, temperature controlled 

4.2 Lever-arm Effect on Error States Dynamics 

While considering the integration between INS and GNSS, the 

lever-arm effect between the 2 systems should always be taken 

into account.  

 

Assuming ὰ  the lever-arm vector resolved in b-frame, 

representing the vector from the INS center ╞╫ to the GNSS 

antenna phase center ╞║, the position and velocity relations 

between those two origins are: 

 ►╞║
▪ ►╞╫

▪ ╒╫
▪■╫ 

○╞║
▪ ○╞╫

▪ ╒╫
▪◌▪╫

╫ ■╫ 
(21) 

where ▪╫
╫ ◌▪╫

╫ , for detailed formula see Annex. 

 

With perturbation analysis, we have  

♯►╞║
▪ ♯►╞╫

▪ ╒╫
▪■╫  ⱶ (22)‏

♯○╞║
▪ ♯○╞╫

▪ ╒╫
▪
░╫
╫■╫

▄▪
▪

░▄
▪ ╒╫

▪■╫ ⱶ‏

╒╫
▪■╫ ♯╫▌
ὨὭὥὫ◌ ▌╢‏  

 

4.3 GNSS Measurement Selection  

Different from loosely coupling, where differences between 

INS-derived states and GNSS-derived states are used as input, 

TC is using measurements differences between INS and 

GNSS as input for TC KF. Thus, it is essential to ensure the 

GNSS measurements quality. To remove measurements that 

are most likely severely degraded by multipath or NLOS 

effects, an a-priori elevation mask and C/N0 mask are applied 

for all measurements. The choice of the masks values is a 

compromise between a strong geometry and high quality 

measurements. Different values have been tested and an 

interesting compromise seems to be an elevation mask set to 

be 10° and a C/N0 mask is set to be 35dB.Hz.  

 

Besides this a priori GNSS measurement selection, another 

measurement selection scheme is applied based on the KF 

innovations. In constrained environment, GNSS 

measurements are more vulnerable to non-Gaussian error 

sources (e.g., NLOS, multipath) [16]. The detection of 

blunders is necessary to ensure a reliable PVT solution [21]. 

Compared to the GNSS-only system, the state propagation 

noise is smaller in the GNSS/INS integration case, thus 

providing a more efficient detection and identification of 

outliers. The proposed Innovation-Test is detailed in following 

three steps: detection, identification and adaptation.  

 

1) Detection  
With state estimates from the previous epoch, the 

measurement innovations provides an indication of whether 

the current epoch measurements and state estimates are 

consistent via a global test [14]. The null hypothesis is that no 

measurement blunder exists. The global test will check the 

overall validity of the null hypothesis.  

 

For current epoch Ὧ ρ, the KF innovation vector ὣ ‭ᴙ   
is defined as 

ὣ ὣ ὣ ὣ Ὄ ὢ ȿ   
 

and its vc-matrix is  

ὅ Ὄ ὖ ȿὌ Ὑ Ȣ 

ὢ ȿ is the state propagation results after going through the 

INS mechanization equations. 

 

Under the null hypothesis, these innovation components 

should follow zero-mean Gaussian distributions and the test 

statistic Summation of the Squared Errors (SSE) is following 

a chi-square distribution with ὴ degrees of freedom,  

ὛὛὉὣ ᶻὅ ὣz  
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The comparison of the test statistic ὛὛὉ with a critical 

threshold Ὕ will tell whether the null hypothesis is confirmed. 

The threshold value depends on a pre-defined significance 

level (i.e., the probability of false alarm) ‌Ȣ 
 

2) Identification  
When the null hypothesis is rejected in the global test, local 

tests are performed to identify the outliers. The local test is 

performed on each innovation Ὥɴ ρȟςȟȣȟὴ, with the test 

statistic defined as  

ȿ◄▓ ȟ ░ȿ
ὣ ȟ

ὅ ░░
╝ ♪  

with ╝ ♪  is the decision threshold, ♪  (e.g., 0.03) the 

probability of false alarm. This local test can be regarded as 

the testing of the single-blunder hypothesis [21]. 

 

3) Adaptation 
Each time the global test fails, the local test is performed on 

each innovation component: 

¶ When multiple outliers are identified by the local 

tests, only the one with the maximum ȿ◄▓ ȟ ░ȿ is 

rejected to avoid the case where a blunder is large 

enough to cause multiple local failures.    

¶ When there is no outlier identified, still the 

innovation with the maximum ȿ◄▓ ȟ ░ȿ is rejected.  

The global test is always re-run until it succeeds to ensure the 

integrity among innovations. 

 

Beside the pseudo-range and Doppler observables, carrier-

phases are taken into account in the measurement selection to 

detect big CS on the reference-side.  

4.4 CS Detection and Repair 

The proposed KF scheme assumes that the carrier phase 

measurements have a constant carrier phase ambiguity. 

However, it is well known that this does not necessarily hold 

for very long especially in an urban environment where 

frequent CSs occur. However, assuming that a CS occurs at 

each epoch is detrimental to the PVT algorithm accuracy 

performance since it implies a constant re-estimation of the 

float ambiguity states without benefiting from their potential 

continuity. It is however the least risky. 

 

As a consequence, it might be important to closely monitor the 

occurrence of data outage or CS continuously to follow the 

continuous-phase ambiguity model with confidence. The aim 

of a CS-DR scheme is thus to detect the occurrence of CS and 

to enable the continuous use of constant carrier phase 

ambiguity when no CS is detected (either to be able to fix it, 

or to be able to use its accurately-estimated fixed value). 

Beside the proposed CS-DR scheme, loss of lock indicators 

(LLI) provided by receivers are also taken into account.      

 

Since it can be anticipated that CS do not generally occur on 

all satellites at a given epoch, it is important to be able to 

separate the phase measurements with CS from the phase 

measurements without CS.  To do so, a separation based on a 

phase prediction test and Chi-square test (referred later to Step 

1 and Step 2) between highly potentially and hardly CS-

contaminated satellites will strengthen the system [24].   

 

The proposed CS-DR scheme is based on the following system:  

ὖ‏  
Ὀ Ὧ Ὀ Ὧ ρ

ς
Ȣὸ ”‏  ‐Ὠὸ‏

 ‏   Ὧ   Ὧ ρ ”‏  ‗ὨὸὅὛȢ‏ ‐
 

  

where  

ὖ ά‏ ¶  is the pseudo-range variation between two 

consecutive epochs  Ë and Ë ρ, determined by 

the product of the average Doppler observable and 

the time interval ὸȠ 

 ‏ ¶  ά  is the difference between two consecutive 

carrier-phase observables;  

 Ὠὸ is the difference between rover clock delays of‏ ¶

two successive epochs, the unit is in meter;   

¶ ὅὛ ὧώὧὰὩ is the integer CS. 

Considering a high rate system (ὸ is less than 1s), the 

difference between measurements ‏ὖ and ‏   will be the 

CS if it occurs. 

 

The geometry matrix comes from the linearization of 

measurements system, with ὖὕὛ ᶶ  the position of 

satellite Ὥ at epoch ʉ , ὖὕὛʉ  the roverôs position at epoch 

ᶶ ὢʉ‏ ,  the between-epochs variation of the roverôs 

position and Ὡᶶ  the unit vector directing from the rover to 

the satellite at epochʉ:  

” ”‏ Ὧ ”Ὧ ρ ὩὯ ὖὕὛ Ὧ ὖὕὛὯ  

ὩὯ ρȢὖὕὛ Ὧ ρ ὖὕὛὯ ρ  

”‏ ὩὯ ρȢὖὕὛ Ὧ ρ ὖὕὛὯ ρ  

ὩὯȢὖὕὛ Ὧ ὖὕὛὯ ρ ὩὯȢ‏ὢὯ 

 

Therefore, with measurements corrected by  ‏”

ὩὯ ὖὕὛ Ὧ ὖὕὛὯ ρ ὩὯ ρȢὖὕὛ Ὧ

ρ ὖὕὛὯ ρ  , the matrix representation becomes: 

ὣὯ
ὖȟ‏

 ‏ ȟ

ὌȢ
ὢὯ‏
Ὠὸ‏
ὅὛ

‐ 

 
 

To take advantage of the information on states estimates 

ὢὯ

Ὠὸ
, supplementary constraints based on position and 

clock shift estimates are always considered:   
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ὣ ȟ Ὧ
ὢὯ ὢὯ ρ

ὨὸȢὸ
. 

 

The subscript óINSô and the óhatô mean that the terms are 

updated states estimates coming out of  the INS navigation 

process, based on previous TC hybridization.  

 

The whole CS-DR process follows 4 steps in order: 

Step 1. Raw CS detection test 

The ‏ὖ can also be considered as the prediction of ‏   

when no CS occurs. A phase prediction test as follows will 

detect large CS occurrences:  

Ὄȡ  ὸ  ‏ ὖ‏ 4z ʎ  

The capacity of the test depends on the measurement accuracy 

ʎ  and the threshold 4 defined by a tolerable false alarm rate 

ɻ. 
 

Step 2. CS-free measurements confirmation test  

Following the Step 1, a separation of satellites into two sub-
groups F and S is done. The letter óFô signifies fail-passing 

the test Ὄ  and reversely, the letter óSô is for success.  

 
If Group S is populated by less than 5 measurements, it is  

augmented by the measurements that led to the 5 smallest 

value of ‏  ὖ‏ .  

 
A Chi-square test is conducted on Group S to confirm that the 

measurements of group S are CS-free. This Chi-square test is 

based on the assumption that ‏   has no CS. As a 
consequence, the following system using only measurements 
of Group S is solved based on weighted LS:   

ὣ  ‏ ὌȢ
ὢὯ‏
Ὠὸ‏

‐ȟὭɴ ╢ 

 

The sum of the squared phase measurements residuals should 

follow a Chi-square distribution. Thus a comparison of the test 

statistics to a threshold defined by the significance level will 

conclude whether the null-CS is true or not.  

 
If the test is passed, all members of Group S are assumed CS-

free. 

 
Step 3. Converging with Group F  

Following the test result in step 2, two cases can occur:  
a. Satellites in Group S are CS-free. 

In this case, ‏  ȟɴ╢ will serve as precise measurements 

to strengthen the model. Only satellites in Group F are 

assumed to be CS-contaminated. Thus, the measurement 

model is 

ὣ

 ‏ ȟɴ

ὖȟɴ‏

 ‏ ȟɴ

ὌȢ
ὢὯ‏
Ὠὸ‏
ὅὛ

‐ 

b. Satellites in Group S and F are all potentially CS-

contaminated.  

This time, these two groups are gathered. Instead of the 

state vector ὅὛ only for group F, a state vector including 

all CS needs to be resolved. The new measurement model 

including the CS state is: 

ὣ
ὖ‏

 ‏
ὌȢ
ὢὯ‏
Ὠὸ‏
ὅὛ

‐ȟὭɴ ╕᷾ ╢  

In cases a and b, the estimates of the CS are calculated via a 

WLS filter, noted as 

ὅὛ

ụ
Ụ
Ụ
ợ
ὅὛ

ὅὛ
ể
ὅὛỨ
ủ
ủ
Ủ

 

 

Step 4. Information passed to the TC KF  

There are thus 2 possible results of CS-DR: 

¶ No CS for Group S, and only a float estimation of the  
CS for Group F ; 

¶ Only a float estimation of the CS for all satellites.  

In all cases, the carrier phase measurements used in the TC KF 

are corrected accordingly.  

 

For the ambiguity states of the satellites without CS or a fixed 

integer CS, a very small process noise (e.g, 1e-8 [cycle²]) is 

applied. On the other hand, the covariance of ambiguity states 

associated to only an estimated float CS are largely inflated to 

represent the uncertainty of the CS estimation (a typical value 

of e.g. 30² [cycle²] is used). 
 

4.5 Constraints  

Various constraints can be applied in TC KF to strengthen the 

performance. Among those, ZUPT, NHC and ZARU are used 

herein. 

1) Zero Velocity Update 
Zero velocity update (ZUPT or ZVU) is interesting to limit the 

drift of the solution when the immobility of the vehicle is 

detected. An immobility test thus needs to be conducted.  

a) Detection of immobility  

In [4], the vehicle is assumed to be stationary when the 

velocity is under a certain threshold. The threshold value 

needs to be determined with the velocity information during a 

calibration campaign, where the vehicle is known to be 

stationary. According to [1,14], when all velocities are under 

0.5m/s (a threshold tested in various environments), the 

standard deviation of IMU accelerometer measurements can 

be used to confirm the motionless of the vehicle. The 

perturbation level of accelerometer measurements in 

stationary mode differs from the kinematic mode. Therefore, 

the performance (standard deviation) of accelerometer 

measurements in stationary mode „ ȟ need be analyzed in a 

prior phase. In this article, the immobility detection scheme 

with a confirmation scheme based on inertial raw 

measurements is applied. The immobility is assumed present 

during Ὕ  only in case that all velocities during the interval 
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Ὕ  are less than 0.5 m/s, and the StdDev of measured forces 

is less than σ„ ȟ .  

 

b) Measurement model  

When an immobility is confirmed, the ZUPT constraint is 

modeled as,  

Ù

ὺ π

ὺ π

ὺ π

ὅ ὺ‏ ὅ ὺ Ͻ‏ⱶ (23) 

 

The corresponding design matrix is  

Ὄ π ȟὅ ȟ ὅ ὺ ȟπ   (24) 

 

The measurement uncertainty put on forward-direction speed 

is simply 0.5m/s.   

 

2) Non-Holonomic Constraint 
The Non-Holonomic constraint (NHC) describes the fact that 

generally the lateral and vertical velocities are negligible 

compared to the straightforward velocity. This hypothesis 

does not hold if the vehicle is sliding laterally or jumping.  

This constraint is always active in this study.   

The NHC is modeled as 

Ù
ὺ π

ὺ π
 

 

(25) 

Compared to the ZUPT, the design matrix Ὄ  omits the 

second line of the matrix Ὄ : 

Ὄ Ὄ ρȟσȟḊ (26) 

The measurement noise covariance is adjusted empirically to 

account for the velocity uncertainty into the vehicle motion.  

The StdDev of the measurements noise is set empirically to be 

[0.04, 0.08]z ὛὴὩὩὨ . 

 

3) Zero Angular Rate Update  
The Zero Angular Rate Update (ZARU) constraint assumes 

that the angular rate should also be null when the vehicle is 

confirmed in stationary mode, the same detection condition as 

ZUPT.  

The constraint measurements are given by  

 

Ù

ύ ȟ π

ύ ȟ π

ύ ȟ π

♯◌░╫
╫ ♯╫▌ 

 

(27) 

The geometry matrix is: 

Ὄ πȟπȟπȟπȟὍȟπ   (28) 

 

The measurement noise covariance level depends on the 

sensor vibration and other disturbances. Besides, higher 

weight is put on the measurement around the yaw axis as the 

yaw axis (ύ ȟ is less affected by disturbances than the other 

two directions [14].   

 

5 TESTS AND RESULTS 

5.1 Test Set Up 

The data used for this study was collected in Toulouse semi-

urban area (Data 1) and downtown (Data 2) by a Ublox M8T 

receiver at 1 Hz with a patch antenna and the Xsens Mti IMU 

[28] at 100 HZ. The reference trajectories were provided by 
the NovAtel SPAN equipment, which tightly integrated the 

L1/L2 GNSS measurements with tactical grade IMU, on 

multi-baseline post-processing RTK mode.  

The Data 1 was collected when the vehicle was driven from 

ENAC to the city center along the Canal de Midi. The whole 

trajectory in Google Earth is represented in Figure 5. The 

reference trajectory was provided with cm-level accuracy as 

indicated in Figure 6. The maximum standard deviation values, 

up to 10 cm,  occur around 500 epochs, which correspond also 

to the zone having minimum visible satellites in Figure 7 .The 

environment is quite favorable with at least 10 satellites in 

view for most of time.  

The Data 2 was collected around the city center. The whole 

trajectory in Google Earth is represented in Figure 8. A dm-

level trajectory accuracy was obtained as shown in Figure 9. 

The number of visible satellites is indicated in Figure 10. A 

clear uncertainty increase on the position solution was 

observed during the section where the number of satellites was 

less than 6.  

As our goal is to provide reliable solutions for ground vehicles, 

only the horizontal performance is exploited in following 

section. 

 

Figure 5. Trajectory in Google Earth and a Typical Picture of 

Street View by the Google Street View (Data 1). 

 

Figure 6. Position Estimated Standard Deviation in the ENU 

Directions of the Reference Trajectory (Data 1) 
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Figure 7. Number of Visible Satellites along the Trajectory 
(Data 1) 

 

Figure 8. Trajectory in Google Earth and a Typical Picture of 

Street View by the Google Street View (Data 2). 

 

Figure 9. Position Estimated Standard Deviation in the ENU 
Directions of the Reference Trajectory (Data 2) 

 

Figure 10. Number of Visible Satellites along the Trajectory 

(Data 2)   

5.2 Test Results 

Three navigation modes are presented in this section for both 

data campaigns. The 1st  mode is denoted as óFloat RTKô mode, 

where observables of both GPS and GLONASS constellations 

are all employed, while in the 2nd mode óDGNSS+INS (Code 

+ Doppler)ô GNSS is tightly coupled with INS, and carrier 

phase measurements are excluded. The word ófloatô indicates 

that the ambiguities are kept float. The term Ὕ  mentioned 

in section 2.2 is set to be 25°. The probabilities of false alarm 

for outliers detection and identification are respectively 0.2 

and 0.03. The 3rd mode óFloat RTK+INSô is taking the TC into 

account during CS-DR.     

 

First of all, the performance analysis starts with Data 1. The 

HDOP information of Data 1 is presented in Figure 2Figure 

11. A good geometry environment in general is remarked in 

Data 1. The mean HDOP value is around 0.8, and minimum 

and maximum values are separately 0.66 and 1.65. The 

Innovation test has detected code and Doppler outliers in 1.7% 

of total epochs, mostly are Doppler observables.   

 
Figure 11. HDOP Values of Data 1 (with minimum, maximum, 

and mean HDOP values) 

 

The key performance parameters in position domain of Data 1 

and Data 2 are all listed in Table 3. To provide a complete 

vision in horizontal position domain, 68 percentile, 95 

percentile and 99 percentile of positioning errors are provided. 

In Figure 13 are illustrated temporal positioning errors with 

Data 1. Big positioning biases, comparable to the rest epochs, 

are noticed from 500 to 600 epochs. This fact is consistent 

with the HDOP information. When the number of visible 

satellites decreases, the position errors in Figure 13 increase 

correspondingly, which indicates the capability decrease of 

outliers-exclusion and the influence of geometry in PVT 

solution.  

A compromise between high CS detection rate and availability 

of the CS-free satellite should be made when carrier phases are 

considered. A false alarm rate of 0.003 is chosen for step 1 in 

CS-DR and a much higher one of 20% is used in step 2 of 

section 4.4 to give minimum margin for CSs. Besides, an 

absolute value of 1 cycle is added to strengthen the detection 

of CSs. 

CSs are detected over 856 epochs, with the number of CS-

contaminated satellites ranging from 1 to 16, the total number 

of visible satellites in related epoch. Actually, according to 

LLI information, the number of epochs with CS-contaminated 

satellites arrives already reaches up to 838. A severe CS 

condition is dealt with in Data 1. However, the number of 

epochs where there are more than 5 CS-free satellites is also 

high, 539 epochs. The original intention to profit from CS-free 

is feasible. The explicit CS-free rates associated to each 

satellite are listed in Table 4, in which the first line contains 

the mean elevation in (Á) for each satellite. The term óRate 1ô 

indicates the CS-free rate in 1st mode, and accordingly óRate 

3ô is for 3rd mode. Satellites with lower elevation tend to suffer 

more from CSs.  




